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Literature Review

Individualized intervention approaches have long been rec-
ognized and incorporated in special education (Chow & 
Hampton, 2022). Due to heterogeneity among learners 
with disabilities, the effects of a single intervention often 
vary across different learners (e.g., Chow & Hampton, 
2022; Kasari et al., 2021). Special educators need to iden-
tify interventions that best serve each student. To account 
for individual differences, researchers have investigated 
the use of single-case experimental designs to help with 
intervention selection (e.g., McComas & Burns, 2009). 
These designs allow researchers and special educators to 
examine an individual learner’s responses under specific 
intervention conditions (e.g., VanDerHeyden & Burns, 
2009). As such, when a learner is not responding to an 
existing intervention, other alternatives can be assessed 
using single-case experimental analysis for this learner 
before making a selection. A series of studies have investi-
gated the utility of single-case experimental designs in 
identifying effective academic interventions for individual 
learners. For example, Jones et al. (2009) conducted analy-
ses using the multitreatment design by implementing brief 
and extended intervention phases in sequence to identify 
the intervention and intervention package that produced 
the largest performance gains for their individual partici-
pants. The effects of the selected intervention were then 

verified for each participant. Thus, single-case experimen-
tal designs could be used to assess student responses under 
specific conditions and help select and develop effective 
individualized interventions.

In addition to identifying effective interventions for indi-
vidual learners, single-case experimental designs have also 
been used to compare interventions to reveal those that pro-
mote faster skill acquisition (e.g., intervention efficiency; 
Ledford & Gast, 2018). As interventions that lead to quicker 
skill acquisition require fewer teaching sessions for a 
learner to master a skill, selecting more efficient interven-
tions could allow more skills to be taught (Kodak & Halbur, 
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2021). When multiple effective interventions exist, it may 
be necessary for researchers and special educators to deter-
mine the most efficient intervention alternative for each 
learner.

To compare different interventions that target skill acqui-
sition, single-case comparisons that include rapid iterative 
alternation of comparison conditions (e.g., ABABBAAB) 
have often been used (e.g., Holcombe et al., 1994), such as 
adapted alternating treatments design (Sindelar et al., 1985), 
parallel treatments design (Gast & Wolery, 1988), and 
repeated acquisition design (Kirby et al., 2021). Although 
some arrange multiple comparisons (e.g., parallel treat-
ments design), each comparison typically includes rapid 
alternations so that the differences in effects among inter-
ventions could be revealed quickly within a comparison 
(Wolery et al., 2018). With much of the intervention pro-
grams for individuals with disabilities focusing on skill 
acquisition, comparative designs seem uniquely positioned 
to provide practical recommendations for special educators 
to select efficient procedures that can produce faster skill 
acquisition. With a face validity that is particularly appeal-
ing to researchers and consumers (Johnston, 1988), the 
number of single-case comparative studies has been increas-
ing steadily in the last decade (e.g., Cariveau et al., 2021).

Although single-case comparative studies often aim to 
provide instructional recommendations for learners beyond 
their participants, the conclusions are likely still limited to 
those who share a similar combination of characteristics, 
target behaviors, settings, and resources as the participants 
in the studies (Johnston, 1988; Shabani & Lam, 2013). 
Thus, similar to the use of brief experimental analysis, some 
researchers have suggested conducting one comparison as 
an assessment to inform intervention selection for individ-
ual learners (e.g., Carroll et al., 2018; Kodak & Halbur, 
2021; McGhan & Lerman, 2013; Yuan & Zhu, 2020). A 
special educator can first compare the effects of different 
interventions as an assessment and consider using the more 
efficient procedure revealed in this comparison for the same 
learner in the future. If this is the case, this assessment 
would have immediate practical implications as it has the 
potential to pinpoint the more efficient procedures for indi-
vidual learners. This recommendation relies on the consis-
tency in within-participant replication of the intervention 
effects—that is, the ability to achieve the same effects of an 
independent variable (e.g., intervention) on the dependent 
variable (e.g., behaviors) across comparisons (Ledford & 
Gast, 2018). Despite the potential utility of a single-case 
comparison for instructional recommendations, a recent 
review by Ledford et al. (2021) found that within-partici-
pant replications were, in fact, not common between com-
parisons. As limited reviews examined within-participant 
replication, our first purpose was to replicate the findings 
by Ledford et al. (2021) and examine within-participant 
replicability in the context of single-case comparisons. 

Results could inform the feasibility of using single-case 
comparisons to predict efficient interventions for individual 
learners.

Because within-participant replication was found uncom-
mon in Ledford et al. (2021), we further examined the vari-
ables that could be associated with within-participant 
replication. Specifically, failure in within-participant repli-
cation is likely related to the generalizability of the findings 
across comparisons (i.e., external validity). As replication 
attempts introduce new contexts (e.g., new targets, settings, 
etc.) and populations beyond the specific arrangement of the 
initial experiment (Fabrigar et al., 2020; Kazdin, 2011), the 
characteristics of these context(s) and population(s) between 
the comparisons could moderate the intervention effects. In 
the case of single-case comparisons, even though the partici-
pant remains the same between replication attempts, expo-
sure to interventions in the initial comparison could affect 
participant performance in the subsequent comparisons. For 
example, a participant may learn at a much faster rate regard-
less of the interventions after they have already experienced 
one procedure (e.g., learning to learn; Ledford et al., 2021; 
Ledford & Wolery, 2013). In this case, outcomes from dif-
ferent intervention conditions in a subsequent comparison 
could become undifferentiated even if a procedure had pre-
viously produced faster skill acquisition than the other alter-
natives. Similarly, because replications may introduce new 
target sets, skills, or other contexts, the difference in these 
experimental arrangements between the comparisons could 
also affect replicability.

In addition to external validity, the inconsistent findings 
between comparisons could also be related to threats to 
internal validity. For example, single-case comparisons 
addressing skill acquisition require researchers to assign 
different stimuli or behaviors to the comparison conditions 
because the behavioral outcomes are unlikely to reverse 
back to the baseline levels (Holcombe et al., 1994; Sindelar 
et al., 1985). If differentiated difficulty levels are inadver-
tently introduced during comparison, the findings could be 
influenced by these uncontrolled variables, affecting repli-
cation. Although strategies such as logical analysis and ran-
domization have been suggested to provide control for 
differences in characteristics among target sets (Cariveau 
et al., 2022; Ledford et al., 2021), their relation with within-
participant replicability is unclear. Similarly, when assess-
ing efficiency, a priori mastery criteria are often included in 
the comparisons as the basis for data evaluation (e.g., 
Holcombe et al., 1994; Ledford et al., 2021). A higher per-
formance level and longer observation requirement (e.g., 
100% across five sessions vs. 80% across three sessions) 
could increase the probability that the performance tempo-
rarily decreases below the criterion level under one condi-
tion, resulting in decreased or reversed efficiency between 
comparisons. However, this requirement could also negate 
the influence of outliers when determining efficiency.
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As it is unclear how these variables influence within-
participant replication in single-case comparisons, examin-
ing their associations is warranted. Findings could help 
understand the conditions under which within-participant 
replications may or may not occur and refine experimental 
arrangements when conducting comparisons, potentially 
allowing the use of single-case comparison to select and 
develop efficient, individualized interventions. Thus, we 
addressed the below questions in this review:

Research Question 1 (RQ1): Have single-case compara-
tive studies produced consistent intervention efficiency 
results within the same participant (i.e., within-partici-
pant replication)?
Research Question 2 (RQ2): What variables relating to 
internal and external validity are associated with within-
participant replicability?

Method

Search
A search for peer-reviewed and non-peer-reviewed sources 
was conducted on June 8, 2022, using three search strate-
gies: electronic, ancestral, and forward searches. First, the 
first two authors conducted an electronic search, using 
ProQuest Dissertations and Theses and three ProQuest data-
bases—PsycINFO, ERIC, and PsycARTICLES—with the 
following search string: (autis* OR retard* OR disabilit* 
OR delay OR handicap) AND (“alternating treatment*” OR 
“multielement” OR “multi-element” OR “simultaneous 
treatment*” OR “parallel treatment*” OR “repeated acquisi-
tion”). The inclusion of dissertations and theses in the search 
was to reduce the possibility of publication bias (Shadish 
et al., 2016). Following this step, ancestral and forward 
searches were conducted using four single-case comparison 
systematic reviews (Cariveau et al., 2021, 2022; Ledford 
et al., 2021; Shabani & Lam, 2013). The search procedures 
produced a total of 1,636 articles and 14,026 dissertations.

Following the search, two screening steps were con-
ducted. During the initial screening, the abstract, title, par-
ticipants, and figure were screened, followed by the full-text 
screening using the below criteria. First, articles had to be 
written or transcribed in English, but the timeframe was not 
restricted. Second, studies had to include participants with 
disabilities. The age and the disability type were not 
restricted. Studies with parents, teachers, therapists, clini-
cians, or paraprofessionals as implementers must also 
assess the skill acquisition of the participants with disabili-
ties. Third, the studies must have compared at least two dif-
ferent interventions or the same intervention with different 
parameters (e.g., one-to-one vs. small-group instruction) 
that targeted skill acquisition. We excluded studies without 
a comparison between two interventions (e.g., comparing 

an intervention to a baseline control condition). Fourth, we 
excluded studies that targeted reversible behavior or did not 
arrange distinctive sets of targets or behaviors for the com-
parison conditions. Fifth, studies had to use a single-case 
comparative design with rapid iterative alternation (e.g., 
adapted alternating treatments and parallel treatments 
design). Sixth, studies had to include at least one within-
participant replication (i.e., at least two comparisons of the 
same interventions). We excluded those that had only one 
comparison. Seventh, studies had to include a graphical 
representation of the dependent measures for data extrac-
tion. Studies were excluded if data could not be extracted. 
Last, each study had to include a mastery criterion for the 
dependent variable to determine relative efficiency. We 
eliminated 14,728 studies during the initial screening, and 
the full-text screening yielded 104 articles that met all crite-
ria for subsequent coding. See Figure 1 for our screening 
and search procedures and results using the Preferred 
Reporting Items for Systematic Reviews and Meta-Analysis 
flow diagram (Moher et al., 2009).

Coders for this review included the first four authors and 
a graduate student. They were required to achieve 100% 
reliability for the first 200 initial and full-text screenings 
before continuing. Each article was screened by two coders, 
with one being either of the first two authors. In cases of 
discrepancies, the first two authors discussed until they 
reached a consensus. The intercoder reliability for screen-
ing was 95.6%.

Coding
We coded predictors and outcome values. The predictors 
were categorized into (a) target selection and assignment 
methods, (b) mastery criterion dimensions, and (c) contex-
tual change types (see Table 1 for the definitions). The first 
two categories were coded for each comparison, while the 
last was coded between each pair of comparisons. Outcome 
values were coded for the consistency of within-participant 
comparisons. The same five coders completed the coding. 
The first two authors trained the other three coders. Coders 
demonstrated a minimum of 95% intercoder reliability 
before starting coding. Studies were evenly and randomly 
assigned to each coder, with two coders per study. Similar 
to screening, one of the two coders was either the first or the 
second author, and discrepancies were discussed by the first 
two authors until consensus. Mean intercoder reliability 
was 98.54% for all comparisons.

Predictors
Target Selection and Assignment Methods. The target selec-
tion and assignment methods refer to the strategies control-
ling for differences among the targets: random assignment 
and equating procedure. Random assignment was coded if a 
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comparison was reported to have randomly or quasi-ran-
domly assigned targets across the conditions. Equating pro-
cedure was coded when the comparison was reported to 

have equated the targets (e.g., using logical analysis, expert 
rating, etc.) between the conditions. If a comparison did not 
report using either method, neither was coded. If a 
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Had missing data (k =29)
Inconsistent mastery criterion (n = 6)
No baseline or different (k = 5)
Total (k= 40)

Figure 1. PRISMA Flow Diagram for Search and Screening Procedures.
PRISMA = Preferred Reporting Items for Systematic Reviews and Meta-Analysis.

Table 1. Predictor Definitions.

Predictor Definition

Target selection and assignment methods Strategies used to control for differences in target sets assigned to different conditions.
Random assignment Randomly or quasi-randomly assigning targets to the conditions.
Equating procedure Analyzing target characteristics (e.g., using logical analysis or expert rating) and assigning 

targets of equivalent difficulty to the conditions.
Mastery criterion dimension Two dimensions in the criterion used to determine mastery in a comparison.
Performance level The value that performance must meet (e.g., 100% correct).
Frequency The number of performance-level observations (e.g., three consecutive sessions).
Contextual change type Systematic changes in any experimental arrangements between comparisons
Target Different target sets without an additional systematic difference (e.g., skill difference) 

between the comparisons (e.g., sets of visual stimuli when teaching labeling common 
objects, sets of completely different social behaviors between the comparisons).

Skill Target sets between the comparisons selected from different skills (e.g., comparisons 
targeted motor imitation and following instructions).

Setting Comparisons conducted in different settings (e.g., classroom and home).
Implementer Procedures conducted by different individuals between comparisons (e.g., Teacher A vs. 

Teacher B).
Timing Procedures conducted at different points of time between comparisons (e.g., procedures 

between comparisons conducted at different times of a day such as a morning and an 
afternoon, procedures between comparisons conducted at different times relative to 
the response such as 5 s vs. 10 s after the response).
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comparison was reported to have used both strategies in 
combination, we coded it as combined. Coders recorded the 
target selection and assignment methods for each within-
participant comparison.

Mastery Criterion Dimensions. For each comparison, we 
coded the mastery criterion using two dimensions, the per-
formance-level requirement and the frequency of observa-
tions requirement at that performance level. Take the mastery 
criterion of 100% accuracy across three sessions as an exam-
ple, the performance level was coded as 100% and the obser-
vation frequency was coded as 3. For the performance level, 
percentage was used for coding. If a percentage was not 
reported but the number of performance opportunities (e.g., 
10 trials in each session) and response frequency require-
ment (e.g., 10 correct responses) were reported, we calcu-
lated the percentage for that comparison. For comparisons 
that only reported the response frequency requirement with-
out a denominator (e.g., opportunities), we treated them as 
missing data (3.5%, n = 29). For the observation frequency, 
we selected the session-length requirement for coding, as the 
majority of the comparisons (95.69%, n = 799) reported the 
session-length requirement in their mastery criteria. For 
comparisons that did not report the number of sessions in 
their mastery criteria, we coded them as missing data (1.4%, 
n = 12) even if they had used other units (e.g., trials). Cod-
ers recorded performance level and observation frequency 
for each within-participant comparison.

Contextual Change Types. Contextual change types refer to 
how contexts were different between the two comparisons. 
For example, if the two comparisons used different sets of 
targets without additional systematic difference between 
the two comparisons, the contextual change was coded as 
target change between that pair of comparisons. Although 
all replications include different targets across the compari-
sons, additional systematic differences, such as different 
skills, settings, implementors, and timings, could exist. 
Thus, we predetermined some plausible contextual change 
types: target, skill, setting, implementor, and timing (see 
definitions and examples in Table 1). If any other types of 
contextual changes were observed between a pair of com-
parisons, the coders needed to describe the specific contex-
tual change type used in the study. Coders recorded the 
contextual change type for each pair of comparisons.

In addition to predictor coding, we also assessed the 
baseline phase for all comparisons. We coded a comparison 
as no baseline when at least one condition lacked a baseline 
phase or a baseline included fewer than three data points per 
condition. We further compared baseline data between the 
conditions and coded not different or different. Baselines of 
two conditions were judged as not different if (a) neither 
baseline had an increasing trend, (b) the baseline levels 
(medians) were within a maximum of 20% difference, and 

(c) overlapping data points between the baselines were at 
least 33.3%. Otherwise, baselines were considered different 
between the conditions. After coding the predictors, we 
found 821 comparisons from 104 studies.

Outcome Values
Data Extraction. Within each comparison, we manually 
counted the data points to derive the total session number to 
mastery criterion for each condition. If the intervention was 
terminated before mastery, we coded it as early termination 
(ET).

Determining Efficiency. To determine relative efficiency, we 
first calculated the differential rate to mastery between the 
two conditions in each comparison by dividing the differ-
ence in sessions to criterion between the two conditions by 
the larger session number reported in either condition. For 
example, if a participant required eight sessions to reach 
mastery for one condition and 10 sessions for the other, the 
difference would be two sessions, and the differential rate 
would be two sessions divided by 10 sessions, multiplied by 
100, yielding 20%.

We used a differential rate of 10%, proposed in Ledford 
et al. (2021), as the cutoff point when determining differen-
tiated efficiency. As Ledford et al. pointed out, a 10% dif-
ference could produce a meaningful difference in practice 
over a long time. Using this cutoff point, if the differential 
rate between the two conditions was equal to or above 10% 
in one comparison, we considered the results of the two 
conditions to be differentiated. The condition with fewer 
sessions to mastery was deemed more efficient than the 
other condition for that comparison. If the differential rate 
was below 10%, we considered the effects of the two condi-
tions undifferentiated. If both conditions were coded as ET 
where neither condition produced mastery, we considered 
that the efficiency could not be determined for this compari-
son. However, if one condition was coded as ET while the 
other produced mastery, the latter was considered a more 
efficient intervention.

Outcome Coding. Each outcome value was coded as either 
replicated or not replicated. We did not assign one outcome 
value for each participant across all comparisons and all 
interventions compared. When multiple comparisons are 
conducted (or multiple interventions are compared), the 
results between each pair of comparisons (or interventions) 
may differ. For example, Comparisons 1 and 2 may yield 
replicated results, while Comparisons 1 and 3 may not. In 
this case, assigning one value (not replicated) across all 
comparisons and interventions may not be sensitive in 
detecting replication. The chances of replication can 
decrease as the number of comparisons and interventions 
increases. Instead, we assigned each outcome value for two 
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comparisons of two interventions for each participant. If 
one participant had multiple comparisons, outcomes were 
coded for all pairs of comparisons. For example, if one par-
ticipant experienced three comparisons of two interven-
tions, we coded outcomes for each pair (i.e., Comparisons 1 
and 2, 2 and 3, and 1 and 3). Likewise, if one participant had 
more than two interventions in the comparisons, outcome 
values were coded for all pairs of interventions in all pairs 
of comparisons. For example, if two comparisons included 
three interventions (e.g., Interventions A, B, and C), out-
come values were coded separately for Interventions A and 
B, A and C, and B and C. This procedure may be more sen-
sitive to detect replication and is more likely to produce suf-
ficient data for analysis.

Outcomes were coded using the following criteria. An 
outcome was coded as replicated (coded as 0) if the same 
condition was consistently more efficient between two 
comparisons. Similarly, replicated was also coded if a pair 
of comparisons both showed undifferentiated results for 
their conditions. If two comparisons yielded different effi-
ciency results, not replicated was coded (coded as 1) for the 
outcome. However, if both conditions in both comparisons 
were coded as ET, this outcome was removed as we could 
not determine intervention efficiency when no condition 
had resulted in mastery.

We used the following criteria to determine eligible out-
comes for further logistic regression analysis. An outcome 
was excluded if (a) it had missing data, (b) the mastery cri-
terion was not consistent between a pair of comparisons, 
and (c) at least one comparison in a pair was coded as no 
baseline or different. A total of 487 eligible outcomes were 
yielded from 64 studies.

Outcome Interobserver Agreement and 
Procedural Fidelity
We examined if the outcome interobserver agreement (IOA) 
and procedural fidelity (PF) in each comparison were scored 
for at least 20% of sessions and reached a threshold of at 
least 80% agreement for IOA and 80% accuracy for PF 
(Barton et al., 2018; Reichow et al., 2018). We coded the 
IOA and PF for each outcome. As each outcome value was 
derived from two comparisons, we used the lower value 
from the comparisons, when different, to determine if IOA 
and PF criteria were met for each outcome.

Multilevel Mixed-Effects Logistic Regression 
Analysis
We conducted a multilevel mixed-effects logistic regression 
analysis to identify the associations between predictors and 
the outcome values. Logistic regression describes the rela-
tion between one binary variable (i.e., outcome values of 
replicated or not replicated) and one or more predictors 

(i.e., target selection and assignment methods, mastery cri-
terion dimensions, and contextual change types). We 
included both categorical and continuous predictors. 
Categorical predictors were the target selection and assign-
ment methods and contextual change types, while continu-
ous predictors were the two mastery criterion dimensions.

Consisting of both fixed and random effects, the multi-
level mixed-effects model allows us to statistically incorpo-
rate nesting issues using homogeneity of variance (Snijders 
& Bosker, 2012). In this review, as each study could have 
multiple participants and each participant multiple out-
comes, we used a three-level hierarchical nested data struc-
ture in multilevel mixed-effects logistic regression analysis. 
The three levels included outcome level as the Level 1 
group, participant level as the Level 2 group, and study 
level as the Level 3 group. This three-level mixed-effects 
model included all predictive variables as fixed effects and 
incorporated random intercepts of Levels 2 and 3 groups as 
random effects. Akaike information criterion (AIC; Akaike, 
1974) was calculated for the model fit. Marginal and condi-
tional R2 in the mixed-effects model measure the proportion 
of variance explained by the predictors (Nakagawa & 
Schielzeth, 2013). The value of marginal R2 represents the 
contribution of the fixed effects (i.e., all predictors), while 
the value of conditional R2 accounts for the variance 
explained by the entire model, including fixed and random 
effects. We used the intraclass correlation coefficient (ICC) 
to assess the degree of outcome homogeneity within partici-
pant and study levels (Wu et al., 2012). The value of ICC 
ranged from 0 to 1, with 0 representing outcomes unrelated 
to the group levels and 1 indicating all variance explained 
by group levels and not other factors (i.e., no variation 
within each level).

The three-level mixed-effects logistic regression analysis 
yielded a comparative statistic, the odds ratio (OR), that pro-
vided an effect size. An OR >1 indicates an increase in the 
odds of within-participant replication due to a one-unit 
increase in the predictor, whereas an OR <1 represents a 
decrease in the odds of replication due to a one-unit increase 
in the predictor (e.g., Rumberger, 1995). An OR of 1 indicates 
no change in the odds of replication in relation to the predic-
tor. An OR was interpreted as a significant outcome when the 
95% confidence interval (CI) of the OR did not include the 
value of 1.0 (Szumilas, 2010). In contrast, when the 95% CI 
included the value of 1.0, the outcome was considered not sig-
nificant. Supplemental materials are available on the Open 
Science Framework at https://osf.io/9vuc2/?view_only=1aa8
b334560f42e0b9fcc34bdd294358. Analyses were conducted 
in R with mixed models fit using the lme4 package (Version 
3.3.1; Bates et al., 2015).

Results
A total of 64 studies were included in outcome coding and 
analysis, with 180 participants with disabilities and 487 

https://osf.io/9vuc2/?view_only=1aa8b334560f42e0b9fcc34bdd294358
https://osf.io/9vuc2/?view_only=1aa8b334560f42e0b9fcc34bdd294358
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outcomes indicating whether replication occurred between 
two comparisons for each participant. Replication accounted 
for 44.97% (n = 219) of the outcomes, and the remaining 
55.03% (n = 268) did not demonstrate replication. A total 
of 404 (82.96%) outcomes reported IOA measures at 80% 
or higher for at least 20% of the sessions, while 124 
(17.04%) outcomes did not achieve the reliability criterion 
or report data. Similarly, 404 (82.96%) outcomes achieved 
the PF level of at least 80% for at least 20% of sessions, and 
the remaining 124 (17.04%) did not report data or achieve 
this level. Tables 2 and 3 present the descriptive data for all 
predictors, and Table 4 presents the results using the three-
level mixed-effects model for the predictors as they relate to 
replication.

Target Selection and Assignment Methods
The target selection and assignment methods included four 
codes: random assignment, equating procedure, neither, and 
combined. The distribution of the four codes was as follows: 

random assignment in 17.7% (n = 86), equating procedure 
in 27.3% (n = 133), neither in 23.0% (n = 112), and com-
bined in 32.0% (n = 156) of the outcomes. The code, com-
bined, presented the highest percentage of replication 
(58.97%; n = 92), followed by random assignment (55.83%, 
n = 48), equating procedure (34.59%; n= 46), and neither 
(29.46%, n = 33). In the mixed model, when accounting for 
other predictors, the methods coded as combined (OR = 
5.09, p < .001, 95% CI [2.13, 12.16]) and random assign-
ment (OR = 3.27, p < .05, 95% CI [1.15, 9.33]) were statis-
tically significant, indicating a higher likelihood for them to 
be related to replication than neither procedure. The equat-
ing procedure alone was not significantly associated with 
replication compared with neither procedure.

Mastery Criterion Dimensions
The mastery criterion dimensions included the perfor-
mance level and the frequency of observations (as mea-
sured in session number). The outcomes had an average 

Table 2. Descriptive Data for the Categorical Data.

Predictors

Total outcomes Outcomes coded as replicated

Frequency Percent total frequencya Frequency Percent at predictor-levelb

Target selection and assignment methods
Random assignment 86 17.7 48 55.83
Equating procedure 133 27.3 46 34.59
Combined 156 32.0 92 58.97
Neither 112 23.0 33 29.46
Total 487 219  
Contextual change types
Target 437 89.70 204 46.68
Skill 32 6.6 13 40.63
Timing 18 3.7 2 11.11
Total 487 219  

aPercentage calculated with total frequency of all predictors in the respective category as the denominator.
bPercentage calculated at predictor level with total outcome frequency of that predictor as the denominator.

Table 3. Descriptive Data for Continuous Data.

Predictors

Total outcomes

Total valid number M Range SD

Performance level 487 94.02 (75, 100) 8.34
Frequency of observation 487 2.64 (1, 5) 0.76

 Outcomes coded as replicated

 Total valid number M Range SD

Performance level 219 93.98 (75, 100) 8.35
Frequency of observation 219 2.64 (1, 5) 0.76
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performance-level requirement of 94.02% (range: 75%–
100%, SD = 8.34) with a mean session-length requirement 
of 2.64 sessions (range: 1–5 sessions, SD = 0.76). 
Replication presented in 219 performance-requirement 
values with an average of 93.98% (range: 75%–100%, SD 
= 8.35) and 219 frequency-of-observation values with a 
mean of 2.64 sessions (range: 1–5 sessions, SD = 0.76). In 
the mixed model, when adjusting for other predictors, nei-
ther performance level nor the frequency of observation 
requirement was significantly associated with replication.

Contextual Change Types
Three contextual change types were coded: target, skill, and 
timing changes. Most between-comparison contextual 
changes were target change, with 89.7% (n = 437) out-
comes associated with using different targets between two 
comparisons. Fewer were related to skill (6.6%, n = 32) 
and timing (3.7%, n = 18) changes. Although the target 
change (46.68%, n = 204) had a higher percentage of out-
come coded as replicated than skill (40.63%, n = 13) and 
timing (11.11%, n = 2) changes, it was not significantly 
associated with replication compared with the reference 
(i.e., timing change) when controlling for other variables in 
the mixed model.

Model Fit
The value of ICC in the current model was .17, indicating 
17% of the variance in outcomes could be explained by the 
difference between groups. Relating to model fit, the AIC 
for our three-level mixed-effects logistic regression model 
was 634.2. The conditional R2 was .272, indicating 27.2% 
of the variance in the outcomes could be explained by the 
entire model that included both fixed and random effects, 
while the marginal R2 of .127 represented that 12.7% of the 
variance could be explained by fixed effects (i.e., all the 
predictors).

Discussion
Given the potential for single-case comparisons to guide the 
selection and development of efficient, individualized inter-
ventions in special education, we examined within-partici-
pant replicability of relative efficiency results in single-case 
comparison studies and explored the predictive variables 
that may be associated with within-participant replication. 
Similar to the results in Ledford et al. (2021), we found 
inconsistent within-participant replication between com-
parisons; we identified fewer than half of the total outcomes 
that represented replication. However, our logistic regres-
sion results delineated variables that may be associated with 
within-participant replication.

Target Selection and Assignment Methods
Our review found that random assignment was reported for 
17.7%, equating procedure for 27.3%, combined procedure 
for 32%, and neither method for 23% of the total outcomes. 
Although the studies with the neither coding could have 
included either or both methods but did not report them, this 
large proportion of outcomes without using or reporting 
either method is still concerning, especially given the 
repeated recommendations in the literature relating to the 
need to control for the difference between target sets when 
conducting single-case comparisons (e.g., Holcombe et al., 
1994; Wolery et al., 2018). Future researchers should 
always explicitly address if and what methods were used in 
their studies to ensure equivalent target sets.

The methods reported in the outcomes included proce-
dures to equate target difficulty, such as a logical analysis 
(Cariveau et al., 2021, 2022) and random assignment of 
targets (Ledford, 2018; Ledford et al., 2021) to distribute 
confounding characteristics among the conditions. Using 
the logistic regression analysis, we found that random 
assignment, when used independently, is significantly 
more likely to predict within-participant replication than 
neither procedure. Surprisingly, when an equating proce-
dure was used independently, the procedure was not sta-
tistically significant in predicting within-participant 

Table 4. Multilevel Mixed-Effects Logistic Regression Analysis 
Results.

Predictors

Replication

OR 95% CI

(Intercept) 0.06 [0.00, 3.79]
Target selection and assignment methods
Random assignment 3.27* [1.15, 9.33]
Equating procedure 1.71 [0.66, 4.44]
Combined 5.09** [2.13, 12.16]
Neither 1 (Ref)  
Mastery criterion dimensions
Performance level 1.00 [0.96–1.04]
Frequency of observation 1.21 [0.77–1.90]
Contextual change types
Target 4.63 [0.48–44.93]
Skill 4.08 [0.35–46.97]
Timing 1 (Ref)  
Random effects
ICC .17
N Participants 183
N Studies 64
N Outcomes 487
Marginal R2/conditional R2 .127/.272

Note. OR = odds ratio; CI = confidence interval; Ref = reference; ICC 
= intraclass correlation coefficient; N = number.
*p < .05. **p < .001.
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replication compared with neither method. In other words, 
between random assignment and an equating procedure, 
random assignment appears more likely to be associated 
with within-participant replication than an equating pro-
cedure. As discussed, successful replications may be 
related to experimental control in which changes in the 
dependent variable are due to the independent variable 
and not extraneous influences. Because both methods are 
used to control target-related influences among the condi-
tions, our results seemed to indicate that randomly assign-
ing targets among the conditions may have a greater 
ability to distribute and control for these confounds 
among the conditions than an equating procedure.

When an equating procedure is used by itself, it is plau-
sible that the targets between conditions perceived as hav-
ing equal difficulty by researchers may still differ for the 
learner. For example, if the learner already had some expe-
rience with or a particular preference for one of the targets 
(Cariveau et al., 2021; Wolery et al., 2018), the acquisition 
rate for the target could be affected by this idiosyncrasy. 
Although a baseline could be used to determine if the per-
formance is equivalent between the targets, it may not be 
adequate to reveal information on learner history. Even if a 
learner does not emit any target responses during baseline, 
it is still possible that they have had exposure to some of 
the targets (Cariveau et al., 2022), find the target sets dif-
ferent in difficulty levels (Ledford et al., 2021), or prefer 
some of the targets. As a result, the equating procedure 
may not be sufficient to prevent uncontrolled idiosyncratic 
target characteristics from influencing the outcome, poten-
tially reducing the likelihood of replication. However, mul-
tiple methods to equate targets do exist (see Wolery et al., 
2018). Because specific analysis per procedure may not 
produce a sufficient number of eligible outcomes, we did 
not analyze different equating procedures. Further empiri-
cal analysis of these procedures is warranted to examine if 
and how specific procedures (or their combinations) and 
their interactions with the comparison context (e.g., par-
ticipant characteristics) are associated with the likelihood 
of within-participant replication.

Even though an equating procedure itself did not appear 
to have an association with within-participant replication, 
including an equating procedure seemed to have additive 
effects. When using an equating procedure in conjunction 
with random assignment, not only was this combined 
method significantly more likely to be associated with 
within-participant replication than neither procedure, but 
it also had greater odds of replication (OR = 5.09) than 
using random assignment without an equating procedure 
(OR = 3.27). This difference between the combined 
method and random assignment alone may be expected. 
Although an equating procedure may not account for all 
possible confounds relating to targets, it could still pro-
vide protection from some threats to internal validity as 

researchers need to conduct at least one assessment, such 
as a logical analysis or expert rating, to promote target 
equality. As a result, the combined method may further 
strengthen experimental control.

Taken together, among various methods, random assign-
ment of targets seems critical when conducting single-case 
comparisons that require target equivalence. When using 
random assignment, researchers should consider including 
a large set of targets for an adequate distribution of extrane-
ous influences among the conditions to strengthen internal 
validity (e.g., Ledford, 2018). As Cariveau et al. (2022) 
point out, random assignment alone may not ensure equiva-
lent difficulty without an adequate equating procedure such 
as logical analysis. Researchers should consider using both 
strategies whenever possible, especially given the larger 
odds of replication for the combined procedure than ran-
dom assignment alone.

Mastery Criterion Dimensions
In analyzing the two mastery criterion dimensions—perfor-
mance level and frequency of observations—we found a 
mean of 94.02% accuracy for the mastery performance-
level requirement with a range from 75% to 100%. More 
than half of the total outcomes (n = 298) had a 100% accu-
racy requirement. The remaining outcomes included 65 
with a 90% to 95% accuracy requirement, 113 with an 80% 
to 89% requirement, and 11 with a 75% requirement. The 
mean requirement for the observation frequency was 2.64 
sessions, with a range between one and five sessions. The 
logistic regression analysis for the mastery criterion dimen-
sions revealed that neither performance-level values (e.g., 
% correct) nor observation frequencies at the performance 
level were associated with within-participant replication. 
Nevertheless, educators and researchers are recommended 
to use higher criteria as they have been found to be associ-
ated with better skill maintenance (e.g., Fuller & Fienup, 
2018; Wong et al., 2022). In addition, while a relation 
between the observation frequency and replicability was 
not found, extended data collection at the performance level 
could allow researchers to assess performance stability, 
increasing confidence when drawing inferences.

Differences Between Comparisons
Across the studies, three types of between-comparison con-
textual changes were coded. Studies typically conducted 
multiple comparisons across different targets, skills, and 
timings. Although we expected the extent to which the con-
texts differed between the comparisons could be related to 
replicability (e.g., comparisons using different skills vs. 
comparisons using different targets), we did not find an 
association. Notably, the outcome distribution was skewed 
toward one category, target change, which was presented in 
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89.7% of the between-comparison changes, while the other 
two categories were each presented in only 6.6% or less. 
This skewed distribution may not permit a meaningful 
interpretation of the outcomes. Future comparisons should 
consider systematically varying the different contexts dur-
ing replications.

Unexplained Outcome Variance
Although we found that random assignment and a com-
bined procedure in target selection and assignment were 
significantly associated with within-participant replication, 
a large proportion of the outcome variance was not captured 
by our logistic regression model, indicating other variables 
relating to within-participant replication may exist. For 
example, participant characteristics (e.g., cognitive func-
tioning level, learning history, etc.) could affect replication 
(Fabrigar et al., 2020; Kazdin, 2011). As most reviewed 
studies did not report sufficient participant information that 
can be compared and summarized, it may be necessary for 
future comparative research to provide adequate informa-
tion on the participant characteristics to further examine if 
and how they relate to replication.

Furthermore, participant experience in an initial com-
parison should affect the results in a subsequent comparison 
(e.g., carryover effects), reducing the likelihood of replica-
tion. As previously discussed, in “learning-to-learn,” even 
if a procedure had produced faster acquisition in an initial 
comparison, the participant’s acquisition rate may increase 
in the subsequent comparisons regardless of the procedure, 
resulting in undifferentiated outcomes in the latter compari-
sons (Ledford et al., 2021; Ledford & Wolery, 2013). 
Similarly, skill generalization from one comparison to the 
next could also result in undifferentiated outcomes. In this 
case, examining the order in which comparisons were con-
ducted may be necessary. For example, because these 
effects seem to emerge in successive comparisons, com-
parisons conducted simultaneously could be associated 
with a higher likelihood of replication than successive com-
parisons. Examining comparison order (e.g., simultaneous 
vs. successive) could help reveal the association. In this 
review, we were only able to establish comparison orders in 
25 of the 64 studies included in outcome coding, none of 
which reported conducting simultaneous comparisons. 
Future research should consider arranging and explicitly 
reporting different comparison orders to examine these 
effects to help better understand the conditions under which 
within-participant replication may or may not occur.

Limitations
Further limitations should be considered when interpreting 
the current results. Specifically, it should be emphasized 

that our results only revealed the association between 
within-participant replicability and the specific predictors 
included in this review using aggregated data from studies 
with varying purposes. We reasoned that the selected pre-
dictors were likely included in most single-case compari-
sons regardless of the purposes, and separating studies by 
specific characteristics (e.g., purposes, target behaviors) 
may not yield an adequate number of outcomes for this 
analysis, especially given the relatively fewer single-case 
comparisons that included replications. However, in doing 
so, the nuances among different studies may not have been 
captured. For example, a study may include a specific effi-
ciency measure appropriate for its purpose. Thus, attempts 
to examine within-participant replication when conducting 
single-case comparisons should be systematically pro-
grammed so that sufficient data can be generated to exam-
ine replications in the context of specific research.

Relatedly, although we selected the number of sessions 
to mastery because most studies included this measure and 
only a few studies reported their results using other mea-
sures, efficiency could be measured using the number of 
errors, sessions, trials, or time to mastery (Wolery et al., 
1991). Although a high correspondence among some mea-
sures (i.e., sessions, trials, and time to criterion) has been 
reported (e.g., Carroll et al., 2015, 2018), relative efficiency 
outcomes could still differ based on the different measures. 
Researchers could consider reporting their efficiency data 
using multiple measures or indicate if they maintain the 
same or similar instructional time between the conditions to 
allow conversion among the measures. Similarly, the accu-
racy-based mastery criterion was selected due to its exten-
sive use in educational settings (Fuller & Fienup, 2018), but 
some researchers note that fluency (e.g., number of correct 
responses per unit time) could be a more reliable option 
(e.g., Burns et al., 2006).

In addition, when evaluating our data, we used a cutoff 
point of 10% difference (Ledford et al., 2021) to determine 
the efficiency between two interventions. Although this 
level of difference over a long time could produce meaning-
ful differences, empirical investigation and discussion 
among the stakeholders are necessary to validate this crite-
rion. Finally, while our analysis was limited to within-par-
ticipant replication, we assume a similar analysis could be 
conducted for the research investigating efficiency across 
different participants to provide insight and clarifications 
when investigating other types of replications in the context 
of single-case comparative designs.

Research and Practical Implications
Central to single-case research, replicability is indicative 
of not only the possibility for special educators to use sin-
gle-case designs to inform individualized intervention 
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selection (McComas & Burns, 2009; McGhan & Lerman, 
2013) but also the generalizability of findings and the 
level of confidence in experimental control (Ledford & 
Gast, 2018). Our review and logistic regression analysis 
extended previous literature on single-case comparative 
studies by examining variables related to within-partici-
pant replication. Although our model did not capture all 
outcome variance—potentially indicating missing predic-
tive variables—we identified variables associated with 
within-participant replication. Specifically, random 
assignment of targets among the comparison conditions 
could increase the likelihood that targets assigned to con-
ditions do not systematically differ. We further recom-
mend incorporating at least one equating procedure, along 
with random assignment, when selecting and assigning 
targets. Previous reviews have also suggested using mul-
tiple equating procedures and logical analysis methods to 
strengthen the control for target differences before random 
assignment (Cariveau et al., 2021, 2022).

Although the current review identified some variables 
with significant association with within-participant repli-
cation compared with other variables, empirical assess-
ment of conditions under which replication occurs is still 
limited. As a large proportion of variance was not 
explained by our model, it seems crucial for researchers to 
identify additional variables associated with successful 
replication, particularly those related to various types of 
validity (Fabrigar et al., 2020). To do so requires research-
ers to conduct replication attempts with various experi-
mental arrangements (e.g., arranging simultaneous and 
successive comparisons) so that sufficient data can be gen-
erated. Although successful replications increase confi-
dence in intervention effects, we argue that data 
demonstrating nonreplication are equally critical for 
delineating possible variables responsible for differing 
replicability, thereby providing further guidelines on 
arranging single-case comparisons for learners with dis-
abilities. In addition, including both within- and between-
participant replication could further allow analyses of how 
various participant characteristics, contexts, and experi-
mental arrangements relate to replicability.

For practitioners, we recommend prioritizing effective 
procedures over assessing efficiency, given the lack of rep-
lication in more than half of the outcomes in our and previ-
ous reviews (Ledford et al., 2021). However, evaluating 
efficiency may be justified under some circumstances (e.g., 
an excessively slow acquisition rate). In this case, practitio-
ners may identify a target skill and compare the procedures 
to assess if one procedure would produce faster acquisition. 
This comparison should include sufficient experimental 
control elements to safeguard internal validity, such as those 
recommended above and in the previous literature (Cariveau 
et al., 2022; Ledford et al., 2021).
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